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Abstract The paper describes a procedure aimed at
identification from two-dimensional (2D) images (video-
surveillance tapes, for example) by comparison with a
three-dimensional (3D) facial model of a suspect. The
application is intended to provide a tool which can help in
analyzing compatibility or incompatibility between a
criminal and a suspect’s facial traits. The authors apply
the concept of “geometrically compatible images”. The idea
is to use a scanner to reconstruct a 3D facial model of a
suspect and to compare it to a frame extracted from the
video-surveillance sequence which shows the face of the
perpetrator. Repositioning and reorientation of the 3D
model according to subject’s face framed in the crime
scene photo are manually accomplished, after automatic
resizing. Repositioning and reorientation are performed in
correspondence of anthropometric landmarks, distinctive
for that person and detected both on the 2D face and on the
3D model. In this way, the superimposition between the
original two-dimensional facial image and the three-
dimensional one is obtained and a judgment is formulated
by an expert on the basis of the fit between the anatomical
facial districts of the two subjects. The procedure reduces
the influence of face orientation and may be a useful tool in
identification.
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Introduction

Eurostat (http://www.ec.europa.cu/eurostat) has recorded a
rise in police reported crime figures between 1995 and
2005 in Europe, due to increasing violent crime (theft,
assaults, robberies etc.). The general trend in European
Union countries was an increase of about 4%. In 2005,
2,977 bank robberies in Italy were perpetrated, with an
increase of about 2% relative to 2004, while in Germany
728, France 445, Spain 484, Greece 155, Portugal 127, UK
122, Belgium 121, Poland 65 and Slovakia 23 (http:/www.
abi.it) [1]. A total of 56 million Euros was stolen from
banks in Italy in 2006, with an increase of 5.1% with
respect to 2005 [2]. The use of video-surveillance cameras
has been increased to face and deter crime. At present, it is
difficult to find a bank without a video-surveillance system.

Thus, identification by video-surveillance systems is
more frequently becoming the object of medicolegal and
anthropological investigations. Identification of the living
started in Europe between the end of the nineteenth and the
beginning of the twentieth centuries by Bertillon, who
introduced a method of personal identification based on
anthropology, i.e. on the study of body measurements for
anthropological comparison and classification [2, 3]. This
has since been used as an identification procedure.

With the increasing diffusion of video recording systems
as crime deterring devices, it has become a routine
procedure to compare images of a suspect with those
obtained from surveillance films, paying special attention to
the morphological characteristics of some peculiar anatom-
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Fig. 1 Konica Minolta VI-9i:
a device and b measurement
principle

ical parts (such as eyes, nose, mouth and ears) of the head.
In this field, Halberstein [4] based his identification
judgment on facial indices calculated on two-dimensional
(2D) photographs (for example, nose length/head length,
ear length/face height) of the videotaped subject and of the
suspect by using nine anthropometric measurements taken
from the head and face.

These quantitative methodologies often meet limits of a
practical nature: in the majority of cases, the starting
images have an informative content which is too poor for
applying the procedure in a reliable manner. Quantitative
identification procedures can be split into two main cat-
egories: 2D-2D methods, based on the comparison between
the photos of the subject to be identified (the “criminal’)
and the ones of the subject under investigation (the
“suspect”), and so-called three-dimensional (3D)-2D tech-
niques, where a photo of the criminal and a 3D model of
the suspect’s face are compared. There are also 3D-3D
matching methods, such as that presented in [5]. 3D-3D
techniques are more reliable because they overcome some
limitations typical of the other two methodologies but they
cannot be applied in actual situations until traditional 2D
recording systems are substituted with 3D recording devices
(such as stereoscopic systems and 3D scanners).

The scientific basis of personal identification from 2D
images has been established by anthropometry, which
entrusts identification to morphological characters and
classifications [6] or numerical indices, computed from
measurements directly performed on images. Identification
by simple morphological classification of traits is obviously
insufficient, whereas the use of indices has recently been
severely criticised [7].

Amelioration in personal identification can be achieved
through the use of 3D-2D techniques. From this perspec-
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tive, important results were obtained by Yoshino’s team [8].
According to the results obtained by Yoshino et al., who
have worked on a wide sample of people, the method
provides recognition when the mean distance between
corresponding landmarks is lower than 2.5 mm; applying
this threshold, Yoshino did not observe any false positive
cases. Some limitations of this method, such as dependence
on the presence of disguises or other tricks to hide one’s
identity, were partially overcome by adding a new
parameter, based on the evaluation of the face profile [9].

Goos et al. [10] proposed a semi-automatic identification
technique able to estimate original camera positioning and
orientation on the basis of facial landmarks positioned both
on the photo of the perpetrator and on the three-dimensional
facial model of a suspect.

All these methodologies provide a quantitative identifi-
cation judgment, but they completely bypass experts’
contribution, fundamental in identity verification. More-

Fig. 2 An example of a 3D mask (b) obtained from the acquisition of
the face of a volunteer (a) via the Konica Minolta VI-9i
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Fig. 3 a 3D mask validation via a
superimposition of the “virtual
face” on the picture of the face
of the volunteer used to generate
the 3D mask. b The 3D mask
generated from the face of a
known person is superimposed
on the face of the subject to be
identified (simulated example)

Fig. 4 a Simulated good quality
image from surveillance system;
b, ¢ 3D models of two
“suspects” (volunteer) with
similar facial features
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Fig. 5 3D model of suspect “b”
superimposed to the face of the
“offender”. In the absence of a
clinical history that could justify
the discrepancies, the identity is
excluded

over, they limit face examination to only a few landmarks,
hardly detectable and characterised by a positioning error
greater than 2 mm.

Morphological correspondence of facial traits is also used.
It is becoming a routine procedure to compare images of a
suspect with those obtained from surveillance filming, paying
special attention to the morphological characteristics of some
peculiar anatomical parts of the head, which are the most
discriminant. Among new search topics in forensic anthro-
pology, identification of the living is therefore more frequently
asked and performed by anthropologists [4, 11, 12].

To this effect, some authors [13] record the subject under
investigation under the same conditions as the subject to be
identified. The recognition is performed by comparing the
craniofacial districts of the two subjects, through a numerical
analysis of the two images.

The present work introduces a semi-automatic methodol-
ogy for personal identity verification. The method is intended
to provide experts with useful information to help in
formulating compatibility and incompatibility judgments by
comparing facial traits of the framed subject and those of one
(or more) suspect. The proposed procedure arises to surpass
some limitations of classical methods (like orientation prob-
lems or the necessity to bring the defendant or the defendants
at the crime scene) towards a more flexible method.

Technical procedure

The target is reached by acquiring a three-dimensional model
of the defendant, which is projected onto the original crime

Fig. 6 3D model of suspect “c”
superimposed on the offender
face. With this kind of image,
it is easy to demonstrate the
objectivity of the corresponding
morphological facial features
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photo, resized, repositioned and reoriented via software in
order to obtain the best match with the subject’s face in the
two-dimensional photo. Identification is then performed by an
expert, on the basis of the fit of the somatic facial traits of the
criminal (framed in the original photo) and those of the
defendant (projected three-dimensional model).

The methodology follows guidelines of a procedure
developed by the authors and used in height estimation of
subjects filmed on video-surveillance systems [1]. Starting
from the knowledge of the three-dimensional coordinates of
at least six scene points (and their two-dimensional
correspondence on the image), a virtual camera with
parameters entirely equivalent to those of the camera that
produced the original image is created. The idea is to
generate a virtual camera following the main guidelines
applied in height estimation and use this camera to film the
defendant’s 3D facial model. In this case, it is obtained by
an automatic resizing of the model according to the filmed
subject’s face in the photo. Repositioning and orientation
are manually accomplished, once the camera is generated.
In this way, the best match is performed. Final judgment is
expressed by experts who analyse compatibility between
the somatic facial traits of the two subjects.

The nodal point is the acquisition of the three-dimensional
model of the defendant. The chosen device is the laser
scanner VI-9i by Konica Minolta (Konica Minolta
Holding Inc., Tokyo, Japan, www.konicaminolta-3d.com;
Fig. 1). The scanner works on triangulation to acquire
points from a 3D object (in this case a face). The charge-
coupled device camera receives the light reflected from the
surface of the subject. Surface shape measurements of the
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subject are obtained through triangulation and converted
into a 3D polygon mesh. Another characteristic is that the
laser stripe is moved by a galvanometer, so higher scanning
speed can be obtained (only 2.5 s.). The scanner is also
provided with three optics (tele=25 mm, middle=14 mm
and wide=8 mm), to be selected according to the measure-
ment target. In this application, middle lens was chosen.
With this setting, a field of 658x494x1,058 mm ensures
an accuracy of +0.05 mm (according to manufacturer’s
specifications).

Figure 2 shows an example of a 3D mask (b) obtained
by acquiring the face of a volunteer (a) via the Konica
Minolta device. To check the reliability of the 3D model,
the virtual face is superimposed on the high quality picture
of the face used to produce it to highlight any error in the
acquisition process (Fig. 3a).

Especially when video-surveillance images are charac-
terised by low resolution and when no metric or quantita-
tive analysis can be performed, the 3D mask of a suspect is
superimposed on the face of the filmed offender as in the
simulated example in images in Fig. 3b. Influence of image
quality, in terms of pixel dimension (image resolution), has
been analysed in a previous work [14], where images at
high resolution were degraded till it was not possible to
distinguish clearly facial traits. Results showed that when
pixel dimension exceeded 1 mm, reliability of the technique
was no longer guaranteed, so in this case, it is not rea-
sonable to apply the recognition technique. When good
quality images are available from surveillance systems, the
method gives the expert the opportunity to observe and
judge the degree of correspondence between the morphol-
ogy of face characteristics of the offender and those of the
suspect (or suspects) as shown in the simulated example in
Figs. 4, 5 and 6.

Results and conclusions

Frequently medical examiners, forensic anthropologists or
other “experts” are asked to express a judgment about the
possibility that a criminal visible in an image can be iden-
tified as a known person/suspect. Cephaloscopic (qualita-
tive) and cephalometric (quantitative) techniques of face
comparison are affected by the problems discussed in the
introduction so there is the need for new tools for iden-
tification of the living face.

The proposed method is thought to produce high quality
and reliable facial superimposition so that anthropologists
or medical examiners may compare facial features and
indicate corresponding traits or discrepancies in a court of
law. Even before automated diagnostic systems, the
scientific community needs, first of all, a tool that can help
in a diagnosis of identity. With an accuracy of £0.05 mm,

the acquired 3D masks of suspects can be reliably super-
imposed to the face of offenders and experts can judge the
produced images via qualitative and quantitative methods.
One of the disadvantages consists in the high cost of the
laser device (from about 25,000 to about 55,000 euros);
however, less expensive commercial scanners and custom
devices are being produced.

Another problem could be found in the use of 3D
modelling software but further research is oriented toward
the development of user friendly applications which could
simplify and partially automate the approach to 3D
modelling for facial identification. Nonetheless, this method
shows considerable assets with respect to the previously
mentioned methods which use indices and observation of
gross general facial morphology for comparative identifi-
cation. This, however, is only a contribution, to be used in
conjunction with other techniques such as a “classical”
photographic comparison, towards a better methodological
approach to the actual comparison.

It may therefore aid identification but in order to reach
an algorithm for positive identification, research now must
be performed on several issues, i.e. the actual significance
of a “perfect” or “near perfect” match. As the hardware and
software are not yet “user friendly”, today, research also
aims at developing an easy to use 3D scanner and 3D
modelling software in order to test repeatability between
trained operators.

References

1. De Angelis D, Sala R, Cantatore A, Poppa P, Dufour M, Grandi M,
Cattaneo C (2007) A new method for height estimation from
images. Intl J Legal Med 121:489—492

2. Ventura F, Zacheo A, Ventura A, Pala A (2004) Computerized
anthropometric analysis of images: case report. Forensic Sci Int
146S:S211-S213

3. Kleinberg KF, Vanezis P, Burton AM (2007) Failure of anthro-
pometry as a facial identification technique using high-quality
photographs. J Forensic Sci 52:44, 779-783

4. Halberstein RA (2001) The application of anthropometric indices
in forensic photography: three case studies. J Forensic Sci 6(46):
1438-1441

5. Lu X, Jain AK, Colbry D (2006) Matching 2.5D face scan to 3D
models. IEEE Trans Pattern Anal Mach Intell 28:31

6. Vanezis P, Brierley C (1996) Facial image comparison of crime
suspects using video superimposition. Sci Justice 36:27-33

7. Kleinberg KF, Vanezis P, Burton AM (2007) Failure of anthro-
pometry as a facial identification technique using high quality
photographs. J Forensic Sci 52(4):779-783

8. Yoshino M, Matsuda H, Kubota S, Imaitsumi K, Myhasaka S
(2001) Computer-assisted facial image identification system.
Forensic Sci Commun 3:53-59

9. Yoshino M, Noguchi K, Atsuchi M, Kubota S, Imaizumi K,
Thomas CDL, Clement JG (2002) Individual identification of
disguised faces by morphological matching. Forensic Sci Int
127:97-103

@ Springer



356

Int J Legal Med (2009) 123:351-356

10.

11.

12.

13.

Goos MIM, Alberink IB, Ruifrok ACC (2006) 2D/3D image (facial)
comparison using camera matching. Forensic Sci Int 163:10-17
Cattaneo C (2007) Forensic anthropology: developments of a classical
discipline in the new millennium. Forensic Sci Int 165:185-193
Brinkmann B (2007) Forensic anthropology. Int J Legal Med
121:431-432

Introna F Jr, La Sala L, Mastronardi G (1992) Identificazione
personale di soggetti viventi mediante elaborazione elettronica e

@ Springer

14.

confronto computerizzato delle immagini registrate su supporto
magnetico (videotapes). Riv It Med Leg XIV:515-526

Sala R, Cantatore A, Cigada A, Zappa E (2004) Personal
identification and minimum requirements on image metrological
features. Proceedings of IMEKO, IEEE, SICE, 2nd International
Symposium on Measurement, Analysis and Modeling of Human
Functions, 1st Mediterranean Conference on Measurement, June
14-16, Genova, Italy



	A new computer-assisted technique to aid personal identification
	Abstract
	Introduction
	Technical procedure
	Results and conclusions
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


